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Can privacy resilience be a property of the 
information and communication systems we use? 

And if so, then how?



  



  



  

“Standards intersect with the public interest both 
because of the critical nature of interoperability in 
public infrastructures and because they can be 
enactments of governance themselves.” (DeNardis, 
2014, p. 76-77)

Nick Doty & Deirdre Mulligan (2013) : “techno-policy 
standards”

Standardising body Documents produced

IETF RFC 1087 – Ethics and the Internet
RFC 6973 – Privacy Considerations for Internet 
Protocols
RFC 7258 – Pervasive Monitoring Is an Attack
RFC 3041 – Privacy Extensions for Stateless 
Address Autoconfiguration in IPv6 (draft)
RFC 4941 – Privacy Extensions for Stateless 
Address Autoconfiguration in IPv6 (draft)

W3C TAG Self-Review Questionnaire
PING Fingerprinting Guidance
TPWG DNT (Tracking Compliance & Scope) 
(Tracking Preference Expression)
P3P



  



  

Christopher Soghoian
Sid Stamm
Jonathan Mayer

=> support from the FTC in the US

(idea from around 2009)
(TPWG: chartered between 
September 2011 and Sept. 2018



  
Video downloaded from: https://gizmodo.com/heres-the-crazy-wing-bending-
airbus-does-to-stress-test-1750425092




  

Resilience

“Resilience [...] is defined as the ability of the 
system to withstand a major disruption 
within acceptable degradation parameters 
and to recover within an acceptable time 
and composite costs and risks” (Haimes 2009, 
498)
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“What I'm trying to pick out with this term is, 
firstly, a thoroughly heterogeneous ensemble 
consisting of discourses, institutions, 
architectural forms, regulatory decisions, laws, 
administrative measures, scientific statements, 
philosophical, moral and philanthropic 
propositions – in short, the said as much as the 
unsaid. Such are the elements of the apparatus. 
The apparatus itself is the system of relations 
that can be established between these elements” 
(Foucault, 1980, p. 194)



  

Techno-policy standards + users = resilience?



  

ClientHints

● A new way of getting information about a device
● You get the same information as was already 

available through various API’s
● But instead of the process going through API’s, 

it would go into HTTP request headers
● It is discussed by IETF’s HTTP WG, and 

supported by Google (among others)
● Question: is it bad for privacy?



  

Implementers ought to consider both user and server controlled 
mechanisms and policies to control which Client Hints header fields 
are advertised:

● Implementers SHOULD restrict delivery of some or all Client Hints 
header fields to the opt-in origin only, unless the opt-in origin has 
explicitly delegated permission to another origin to request Client 
Hints header fields.

● Implementers MAY provide user choice mechanisms so that users 
may balance privacy concerns with bandwidth limitations. However, 
implementers should also be aware that explaining the privacy 
implications of passive fingerprinting to users may be challenging.

● Implementations specific to certain use cases or threat models MAY 
avoid transmitting some or all of Client Hints header fields. For 
example, avoid transmission of header fields that can carry higher 
risks of linkability.

Implementers SHOULD support Client Hints opt-in mechanisms and 
MUST clear persisted opt-in preferences when any one of site data, 
browsing history, browsing cache, or similar, are cleared.

From the Security Considerations



  

« Let's focus on 
providing consumers 
with greater 
transparency and control 
over online data 
collection and usage » 
(J.C. Cannon, Microsoft, 
e-mail on 23 Oct. 2011)

« Rather than seeing DNT as a “kill 
switch”, providing user control1 over 
a powerful process designed to 
influence their behavior and decision-
making is a business practice that 
should benefit everyone » (Jeffrey 
Chester, e-mail, 1 Dec. 2011)

« The way I see it is: privacy and 
security are both attributes of the 
system. And security is a tendency for 
a system to do what it's designed to 
do. […] Privacy is a little different 
because this one is user-centric. So 
regardless of whoever created the 
system, the question is: does the 
system do what its users expect with 
the data? » (Sid Stamm, interview)

« So there is a form of definition, 
[…] I think: user control. And so 
there has been a lot of focus on 
things like: talking about 
permissions, consent, in the web 
model, having a user agent... The 
idea is supposed to be that you 
have this piece of software that is 
working on your behalf, that you 
have this control over » (anonymous 
interview with a PING member)



  



  

ePrivacy Regulation proposal

Article 9

Consent

1.The definition of and conditions for consent provided for under Articles 4(11) and 7 of Regulation 
(EU) 2016/679/EU shall apply.

2. Without prejudice to paragraph 1, where technically possible and 
feasible, for the purposes of point (b) of Article 8(1), consent may be 
expressed by using the appropriate technical settings of a software 
application enabling access to the internet.

3.End-users who have consented to the processing of electronic communications data as set out in 
point (c) of Article 6(2) and points (a) and (b) of Article 6(3) shall be given the possibility to withdraw 
their consent at any time as set forth under Article 7(3) of Regulation (EU) 2016/679 and be 
reminded of this possibility at periodic intervals of 6 months, as long as the processing continues. 



  

Conclusion?

● Techno-policy standards (at least those 
developed by W3C groups) are not meant with 
resilience in mind

● They do not create privacy resilience as a 
property of the technical architecture either

● Can they capacitate individual resilient 
behaviours?



  

Roadmap & recommandations

● We need to map out standards and privacy resilient uses (and 
privacy preserving uses in general)

● For example:
● Ability to deny (ex: OTR chat systems)
● Ability to prove (promises made by servers can be proven 

through logs)
● Ability to legally protect (eg: the ePrivacy Regulation; eg: if 

robots.txt had a legal status)
● Ability to express (eg: DNT TPE, P3P…)
● … ?



  

What about collective resilience?

● Reaction to surveillance stress
● The role of privacy resilience against 

surveillance stress
● The role of fora like W3C PING and W3C 

TPWG and IRTF HRCIP as (would-be) factors 
of resilience


	Diapo 1
	Diapo 2
	Diapo 3
	Diapo 4
	Diapo 5
	Diapo 6
	Diapo 7
	Diapo 8
	Diapo 9
	Diapo 10
	Diapo 11
	Diapo 12
	Diapo 13
	Diapo 14
	Diapo 15
	Diapo 16
	Diapo 17
	Diapo 18
	Diapo 19
	Diapo 20
	Diapo 21

